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ABSTRACT

We present a novel approach for the detection of deepfake videos using a pair of vision transformers
pre-trained by a self-supervised masked autoencoding setup. Our method consists of two distinct
components, one of which focuses on learning spatial information from individual RGB frames of
the video, while the other learns temporal consistency information from optical flow fields generated
from consecutive frames. Unlike most approaches where pre-training is performed on a generic large
corpus of images, we show that by pre-training on smaller face-related datasets, namely Celeb-A
(for the spatial learning component) and YouTube Faces (for the temporal learning component),
strong results can be obtained. We perform various experiments to evaluate the performance of our
method on commonly used datasets namely FaceForensics++ (Low Quality and High Quality, along
with a new highly compressed version named Very Low Quality) and Celeb-DFv2 datasets. Our
experiments show that our method sets a new state-of-the-art on FaceForensics++ (LQ, HQ, and
VLQ), and obtains competitive results on Celeb-DFv2. Moreover, our method outperforms other
methods in the area in a cross-dataset setup where we fine-tune our model on FaceForensics++ and
test on CelebDFv2, pointing to its strong cross-dataset generalization ability.

1 Introduction

Facial forgery detection, also known as deepfake detection, is a rapidly growing field with important real-world
applications [44]. With the recent explosion in the success of sophisticated deep generative models [20, 48], 134], it has
become increasingly easy to generate highly realistic fake images and videos (see Figure[I]for an example of a real
image along with four manipulated versions). The advancements in artificial intelligence have made it possible to create
deepfakes that are nearly indistinguishable from genuine content, making the detection process even more challenging.
This has led to a growing concern about the potential for malicious actors to use these tools for nefarious purposes,
such as spreading disinformation, manipulating public opinion, or even causing social unrest. Given the potential risks
associated with deepfakes, the importance of developing effective detection methods cannot be overstated [28, 131} 135].

The field of deepfake detection has seen considerable progress in recent years with a number of sophisticated techniques
being proposed in the area 50} 33]]. However, in the context of detecting manipulated content in videos, many existing
methods primarily focus on spatial features extracted from individual frames [5]. This approach can lead to the
overlooking of temporal dynamics that evolve throughout video sequences. This strategy can result in limitations,
as temporal artifacts such as flickering and motion discontinuities, are common indicators of deepfake manipulation.
Furthermore, sophisticated deepfakes may exhibit subtle spatial inconsistencies that manifest over time, necessitating
an integrated analysis of both spatial and temporal information. Moreover, we hypothesize that capturing subtle
spatiotemporal inconsistencies that are often caused by different deepfake generation methods, could significantly
enhance performance by learning representations that generalize to unseen forgery methods, which is often a challenging
problem in this area.

In response to the challenges mentioned above, in this paper, we present a novel approach to deepfake detection that
consists of two distinct components. One component learns spatial information from individual RGB frames of the
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Figure 1: A facial image along with the four manipulated versions from the FaceForensics++ dataset.

videos, while the second component leverages optical flow fields to learn temporal consistency across the video. Both
components utilize vision transformers [13]], which we train in two steps. First, inspired by [[16] we pre-train the
models in an autoencoding setup using a self-supervised reconstruction scheme. Second, we discard the reconstruction
decoder and add a new classification head to each encoder, where they are fine-tuned for deepfake detection, followed
by score-level fusion of the results. We pre-train the spatial learning and temporal consistency learning encoders
with CelebFaces-Attributes (Celeb-A) [26] and YouTube Faces [47] datasets respectively. For downstream deepfake
detection, we evaluate our approach on the FaceForensics++ (High Quality) and FaceForensics++ (Low Quality) datasets
[36] which employ compression factors of 23% and 40%, respectively, in addition to the CelebDFv2 dataset [24].
Additionally, we synthesize a more challenging variation of the FaceForensics++ dataset, which we call FaceForensics++
(Very Low Quality) by compressing the data with a rate of 65%. This dataset is then used to further evaluate our
approach against existing techniques in the presence of extreme compression artifacts. Experimental results demonstrate
that our method achieves state-of-the-art performance on FaceForensics++ (LQ and HQ) datasets and highlight the
efficacy of our approach in detecting deepfakes across diverse compression levels. Ablation studies demonstrate the
importance of different components of our method. Lastly, state-of-the-art results when fine-tuning our model on
FaceForensics++ and testing it on CelebDFv2 (cross-dataset evaluation) demonstrates the strong generalization of our
method.

Our contributions in this paper are summarized as follows: (1) We propose a new approach for effective facial
forgery detection. Our method uses a vision autoencoding transformer and is pre-trained in a self-supervised masked
reconstruction setup. Our solution consists of two main components which learn spatial (RGB) and temporal consistency
information (optical flow fields) separately. (2) We leverage relatively small datasets, namely Celeb-A and YouTube
Faces, for pretraining our transformers, and achieve state-of-the-art results in the downstream task of deepfake detection
on FaceForensics++ (LQ, HQ, and VLQ) datasets and competitive results on Celeb-DFv2.

2 Related Work

Deepfake detection has traditionally been addressed as a binary classification task [33]], where the objective is to discern
between authentic and manipulated media. The application of deep learning models, particularly convolutional neural
networks (CNNG5), has been central to achieving this objective [1]]. Authors of FaceForensics++ dataset [36] used
Xception network, which was one of the best-performing architectures at the time, to perform deepfake detection via
transfer learning [8].

Researchers proposed a method in [[10] that utilizes residual-based descriptors in the form of a constrained CNN for
image forgery detection. This approach aims to capture and analyze the residual noise present in manipulated images,
which can be a strong indicator of forgery.

In contrast, another method introduced a deep learning approach that focuses on the mesoscopic properties of images
[1]. Within the context of image analysis and deep learning, ‘mesoscopic’ refers to properties or features that fall
between the small scale (microscopic) and the large scale (macroscopic). By concentrating on mesoscopic features, the
model can capture subtle artifacts and inconsistencies in manipulated images, potentially making it more effective in
detecting forgeries.

Attention mechanisms, as introduced in [46]], have been combined with CNNss in various works [54) [40] to enhance
interpretability and facilitate the identification of manipulated regions. These attention-based models generate attention
maps that highlight regions contributing significantly to the detection decision. For example, the study in utilized
attention maps generated by deep semantic features to outline crucial regions that contributed to the classification
result. These attention maps guide the aggregation of low-level textural features and high-level semantic features, which
helps to capture more subtle artifacts in the image. Furthermore, a new attention mechanism was proposed in [40] that
calculates the self-information from the input feature map and outputs a discriminative attention map. This attention



map emphasizes regions that contribute significantly to the detection decision, enhancing the model’s ability to identify
manipulated areas.

Various studies have utilized frequency analysis to detect inconsistencies that arise during deepfake creation, as
evidenced in [25,[7]]. In [25], the researchers employed the phase spectrum for forged face image detection, showing
that CNNs can identify additional implicit phase spectrum features that are advantageous in detecting face forgeries.
Concurrently, the study in [7] developed a multi-scale patch similarity module to specifically model second-order
relationships between distinct local regions, forming a similarity pattern through pairwise cosine measurements. This
pattern distinguishes real from forged regions by recognizing differences such as irregular textures and high-frequency
noise.

Self-supervised learning (SSL) has been explored to address the issue of limited labeled data for deepfake detection
[6l 1551 153) 21} 149]]. For instance, self-supervised learning was employed in [6] with an auxiliary task specifically
designed for deepfake detection, using a synthesizer and adversarial training framework to dynamically generate
forgeries. This approach enriches diversity and strengthens sensitivity to produce strong results. In the method proposed
in [55]], mouth motion representations were learned by encouraging close-paired video and audio representations,
while keeping unpaired ones diverse. The study in [S3] proposed a decoupling strategy to separate facial authenticity
and compression relevance, implemented through a joint self-supervised learning approach using compression ratios
as self-supervised signals. Another study utilized a multi-modal backbone trained in a self-supervised manner and
adapted it to the video deepfake domain [21]. These self-supervised models leverage unlabeled data to learn useful
representations for detection tasks. Contrastive learning is another common pre-text learning approach often considered
for deepfake detection [[15} 49]]. In the study by [15], two different transformed versions of a face image were generated
using two distinct transformations. The agreement between these transformed images is maximized after they are
passed through an encoder network and a projection head network, effectively training the model without supervision
signals. On the other hand, another study employed supervised contrastive learning to learn common features between
instances of the same class, while distinguishing between samples from different classes [49].

In recent studies, researchers have sought to combine multiple modalities, such as visual, audio, and temporal
information, to improve detection performance in deepfake detection tasks [25} 4} [18]]. These multi-modal approaches
provide a comprehensive view of the media, making them more robust against limitations specific to individual
modalities [19]]. While frequency-based modalities have been employed in multi-modal deepfake detection solutions
[25], we believe that optical flow has the potential to serve as an effective alternative source of information. Furthermore,
we aim to address generalizability and robustness in representation learning by employing the MAE framework based
on vision transformers.

3 Proposed Methodology

3.1 Overview

Our proposed approach titled Masked Autoencoding Spatiotemporal Deepfake Transformer (MASDT) consists of two
components: spatial learning and temporal consistency learning. The spatial learning component has the objective of
learning robust spatial features from the RGB images, while temporal consistency learning aims to extract temporal
features from optical flow fields derived from the input images. We fuse the classification outputs derived from the
spatial and temporal consistency learning components. Both these components follow a self-supervised autoencoding
approach in a two-step process.

The first step involves a self-supervised pre-training strategy which involves both of the MASDT components in a
data reconstruction task. We discuss this strategy in section[3.2] The second step is the downstream task of deepfake
detection, wherein we re-purpose components trained in the previous step to perform the classification of deepfake
data through a model fine-tuning process, followed by fusion of information from both components (spatial learning
and temporal consistency learning). This is discussed in detail in Section[3.3] Before we discuss each of the two steps,
we discuss the optical flow field generation strategy in Section [3.1.1] A general scheme of the MASDT strategy is
presented in Figure[2]

3.1.1 Optical flow field estimation

We utilize a CNN model named PWC-Net for generating optical flow fields [39]]. Let the model for estimating optical
flow be Fy, and two consecutive frames be f; and f;1 1. Accordingly, the estimated optical flow ®; can be denoted by:

S, = Fy(fe, fee1), ()
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Figure 2: An overview of our method (MASDT), which includes the masked facial reconstruction and deepfake
detection steps.

where @, is a 3-channel optical flow matrix of size H x W x 3 representing the flow field between the consecutive
frames.

3.2 Masked Facial Reconstruction

The first step of our approach utilizes a masked self-supervised auto-encoder which learns to reconstruct original
facial images, given partial observations [[16]. This auto-encoder reconstruction pipeline consists of two blocks:
a reconstruction encoder, which captures a latent representation from the visible portions of each image, and a
reconstruction decoder that aims to reconstruct the masked sections of the image using this latent representation. In this
procedure, the encoder is trained to extract robust spatial features from masked facial images, eliminating noise and
redundancy while transforming the reconstruction task into a challenging process that requires generalizing features to
represent a small subset of available data [[T7]. Consequently, by masking portions of the facial image using random
spatial pixels or patches, we can avoid a potential location bias toward image reconstruction, which can be critical for
the detection of deepfake images.

The goal of the decoder is to use the features obtained from the latent space by the encoder to reconstruct the masked
information from the original facial image. We train this reconstruction encoder-decoder pair using a simple mean
squared error (MSE) reconstruction loss L,.:

(yi — i), )
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where IV represents the number of sampled patches, and g; and y; are the ith output and expected ith output, respectively.

We perform the above masked reconstruction task for both the components independently where we employ the
encoder-decoder pairs for reconstructing RGB images y and optical flow fields ® for spatial learning and temporal
consistency learning respectively, which is also referred to as pre-training in self-supervised learning literature. This
prepares the encoders for the fine-tuning step mentioned in the next section.

3.3 Deepfake Detection

The second step of MASDT is aimed at the supervised training for the classification of deepfake images. For this
purpose, we employ the encoders that learned to extract robust representations in the reconstruction pipeline. Thus, to



perform binary classification, a classification head consisting of a simple MLP is attached to each of the pre-trained
encoders.

We adopt a dual-encoder setup for the fine-tuning process, utilizing the spatial learning encoder 6 and the temporal
consistency learning encoder #;. These encoders were previously trained in the initial step of our proposed solution. In
the process of fine-tuning for a binary classification task, we employ a binary cross-entropy loss, denoted as L;. The
formula for this loss is as follows:

1 ) .
Ly = i ; [0 log(6;) + (1 — 0;)log(1 — 6;)], (3)

Here, 0, is the predicted output from the network, o; represents the actual or target class (either O or 1), and M denotes
the total count of samples in the batch.

3.3.1 Dual Modality Fusion

To further harness the strengths of both 6, and 6, we use a simple fusion mechanism. This method aims to exploit the
complementary information that each encoder provides, thereby improving the overall classification performance. The
fusion process begins with the individual outputs from 5 and 6;, denoted as 6 and 6, respectively, which are then
combined to create a fused score-level prediction, 0. Mathematically, this can be expressed as:

or=a-05s+ (1 —a)-ay, %)

where « is a fusion weight that determines the contribution of each encoder to the final output.

4 Experiments

In this section, we present the specifics and details of our method and experiments, describe the datasets used, and
discuss the ablation studies conducted to validate the impact of different components of our proposed solution.

4.1 Implementation Details

In this section, we outline the implementation details of our deepfake detection method, which incorporates both RGB
and optical flow modalities. Our experiments are conducted using the PyTorch framework [29] on 4 Nvidia A100 GPUs,
each with 40 GB of vRAM. We generate optical flow fields using the PWC-Net present in the MMFlow toolbox [9].

Our method’s performance is evaluated using the top-1 accuracy, which denotes the percentage of correctly classified
deepfake and real videos out of the total number of videos in the test set. This metric is widely used in deepfake
detection tasks as it provides a clear indication of a model’s ability to distinguish between real and fake videos. Accuracy
and area under the curve (AUC) are presented as the metrics for our experiments, following other publications in the
area.

For evaluation purposes, we use the FaceForensics++ (LQ and HQ) and CelebDFv2 datasets (the details of these datasets
are presented in the next Section) and divide them into training, validation, and test sets, ensuring an even distribution
of deepfake and real videos across all sets following the instructions provided in the original dataset papers [36} 24]].
Data augmentation techniques such as random cropping, horizontal flipping, color jittering, and MixUp augmentation,
are employed to improve our model’s robustness to input data variations. MixUp augmentation [52] involves generating
new training samples by taking linear combinations of input data and their corresponding labels, which encourages the
model to learn smooth and robust features. In addition to MixUp, the model employs CutMix [51] data augmentation
technique with default settings (alpha set to 0, probability set to 1, and switch probability set to 0.5). Label smoothing
is applied with a smoothing factor of 0.1. A drop path rate of 0.1 is used for stochastic depth regularization.

Input images are resized to 224 x 224, with patches of 16 x 16. We observe that a masking ratio of 90% is optimal for
pre-training. We use the transformer architecture [13]] with a default Vit-B configuration as our model. The model is
trained using the AdamW optimizer, with a weight decay of 0.05, a base learning rate of 5 x 10~%, and layer decay of
0.8. The learning rate is scaled according to an effective batch size of 64. We train the model for 300 epochs, using a
gradient accumulation of 1 iteration. We utilize a distributed training approach with distributed evaluation. The CUDA
benchmark is enabled, and the model is trained on available CUDA devices. For fine-tuning, the model is initialized
with our pre-trained weights from the first step (self-supervised pre-training), and position embeddings are interpolated
accordingly.



4.2 Datasets

We use the FaceForensics++ (LQ), FaceForensics++ (HQ) [36]], Celeb-DFv2 [24]], Celeb-A [26], and YouTube Faces
[47]] datasets. The first three datasets are employed for evaluating our proposed method, while the latter two are utilized
for pre-training only. Below, we provide a detailed description of each dataset:

FaceForensics++ (LQ) [36] simulates various scenarios where manipulated videos appear in compressed formats.
With a 40% compression factor using the H.264 video compression standard, the LQ version introduces artifacts that
may be present in real-world cases. This dataset challenges researchers to develop techniques capable of detecting
manipulations even when the video quality is degraded due to compression.

FaceForensics++ (HQ) [36]] maintains a higher quality (compression factor of 23%) compared to the LQ version,
enabling researchers to study deepfakes and other manipulations with greater detail and less information loss due to
compression. Both FaceForensics++ versions contain over 1000 original videos, with manipulated videos created using
various methods, such as DeepFakes [[11]], FaceSwap [22]], Face2Face [43]], and NeuralTextures [42]. These datasets
cover a wide range of manipulation methods, allowing researchers to test their detection algorithms on diverse types of
deepfakes.

In order to further push our method to the limit and challenge its detection ability in the presence of significant
compression artifacts, we create an even more compressed version in comparison to FaceForensics++ (LQ), which we
call FaceForensics++ (VLQ) where VLQ stands for very low quality. To generate this variant of the dataset, we take
the original non-compressed videos of FaceForensics++ and compress them by a compression factor of 65%, which we
will also use in our experiments besides the datasets with two standard compression ratios. For this purpose, we use the
FEMPEG framework [45]].

Celeb-DFv2 [24]] includes 590 original videos collected from YouTube, featuring subjects of varying ages, ethnicities,
and genders, as well as 5639 corresponding DeepFake videos. The Celeb-DF dataset’s average video length is 13
seconds, and all videos have a standard 30 FPS frame rate.

Celeb-A (CelebFaces-Attributes) [26] is a large-scale collection of over 200,000 celebrity images, with 40 attribute
labels annotated for each image. The dataset comprises diverse subjects and captures various facial expressions, poses,
and lighting conditions.

YouTube Faces [47] is a comprehensive collection of videos from YouTube focusing on individuals’ faces. It contains
over 3,000 annotated videos of 1,595 people, offering diverse subjects with different ethnicities, ages, and genders.
Each video in the dataset is labeled with the corresponding subjects’ identities, and is often used for face recognition
and verification tasks. It captures various poses, expressions, illuminations, and occlusions.

4.3 Pre-training Strategy

For pre-training the RGB modality in our proposed method, we utilize the Celeb-A dataset instead of the typically
used ImageNet [[12]. Celeb-A is considerably smaller than ImageNet, as Celeb-A contains 200,000 images whereas
ImageNet contains over 14 million images. This reduced size allows for faster pre-training and lower computational
requirements, making the process more efficient and accessible to a wider range of researchers and practitioners.
Celeb-A is specifically tailored for facial tasks, consisting exclusively of human face images. In contrast, ImageNet
covers many object categories and may not be as well-suited and efficient for facial analysis. By pre-training our model
on Celeb-A, we ensure that the initial features learned by the model are more relevant to facial structures, expressions,
and attributes, which can ultimately contribute to a more effective deepfake detection system.

For pre-training the optical flow modality in our method, we utilize the YouTube Faces dataset. This dataset provides
video data, essential for optical flow calculation. Naturally, datasets of images such as ImageNet and Celeb-A cannot
be used for optical flow generation. Moreover, the YouTube Faces dataset is specifically designed for facial analysis
tasks as it consists exclusively of human face videos. By pre-training our model on this dataset, we ensure that the
initial features learned by the temporal consistency encoder can better capture information such as facial structures,
expressions, and attributes, ultimately contributing to a more effective deepfake detection system.

4.4 Results

In this section, we present the outcome of our experiments, which assess the performance of the proposed method for
deepfake detection on the FaceForensics++ and Celeb-DFv2 datasets. Our evaluation concentrates on the effectiveness
of integrating both RGB and optical flow modalities, as well as the impact of pre-training on the Celeb-A and YouTube
Faces datasets. By contrasting our approach with existing methods and baseline models, we aim to evaluate the benefits
of our technique in accurately identifying deepfakes under a range of conditions.



Table 1: Quantitative results for ACC and AUC on the FaceForensics++ dataset with both quality settings (LQ and HQ).
The results are arranged in ascending order on the basis of ACC (LQ).

Methods ACC AUC ACC AUC
HQ HQ @1LQ @Q
Steg. Features [14] 70.97% - 55.98% -
LD-CNN [10] 78.45% - 58.69% -
CP-CNN [32] 79.08% - 61.18% -
Face X-ray [23]] - 87.40% - 61.60%
C-Conv [3] 82.97% - 66.84% -
MesoNet [1] 83.10% - 70.47% -
Xception [37] 95.73% - 86.86% -
Two-branch RN [27] 96.43% 88.70% 86.34% 86.59%
Self Info. Att. [40]] 97.64% 99.35% 90.23% 93.45%
F3-Net [30] 97.52% 98.10% 90.43% 93.30%
E2E Learning [5] 97.06% 99.32% 91.03% 95.02%
Local Relation Learning [7]] | 97.59% 99.46% 91.47% 95.21%
Ours 98.19% 99.67% 97.79% 98.45%

Table 2: Quantitative results (ACC) on the FaceForensics++ (LQ) dataset with four manipulation methods: DeepFakes
(DF), Face2Face (FF), FaceSwap (FS), and NeuralTextures (NT).

Methods DF [11] FF [43] FS[22] NT [42]
Steg. Features [[14]] 67.00% 48.00% 49.00% 56.00%
LD-CNN [10] 75.00% 56.00% 51.00% 62.00%
C-Conv [3] 87.00% 82.00% 74.00% 74.00%
CP-CNN [32] 80.00% 62.00% 59.00% 59.00%
MesoNet [1]] 90.00% 83.00% 83.00% 75.00%
Xception [37] 96.01% 93.29% 94.71% 79.14%
F3-Net [30] 97.97% 95.32% 96.53% 83.32%
Local Relation Learning [7] 98.84 % 95.53% 97.53% 89.31%
Ours 97.84% 96.27% 97.89% 78.23%

Table 3: Quantitative results in terms of ACC and AUC on the Celeb-DFv2 dataset.

Methods [ ACC [ AUC

F3-Net [30] 95.95% | 98.93%
Xception [37]] 97.90% | 99.73%
E2E Learning [5] | 98.59% | 99.94%
Ours 98.00% | 98.90%

In Table[| we present the top-1 accuracy and AUC scores of our proposed method compared to the current state-of-
the-art approaches. The table presents the quantitative results for various deepfake detection techniques available in
the FaceForensics++ dataset with both high and low quality settings. It can be observed that our proposed method
achieves the highest accuracy and AUC scores in both quality settings, surpassing the prior works and setting a new
state-of-the-art.

In our experiments, we assess the performance of different deepfake generation methods in the FaceForensics++ (LQ)
dataset, comprising four distinct techniques: DeepFakes (DF) [[L1]], Face2Face (FF) [43]], FaceSwap (FS) [22], and
NeuralTextures (NT) [42], as illustrated in Table@ In this table, we present a breakdown of the performance of our
method and others across these four deepfake generation methods, and compare the accuracy with other state-of-the-art
approaches. The results indicate that our method achieves strong results across all four manipulation techniques,
particularly in the FF and FS methods, and generates competitive results for the other two. These findings demonstrate
the effectiveness of our approach in detecting manipulated face images across different forgery approaches.

Next, we evaluate the performance of our method compared to other recent methods on the Celeb-DFv2 dataset and
present the performance in Table 3] It can be observed that our method achieves results competitive to the current
state-of-the-art [5]].

To further explore the generalization capability of our model, we follow the cross-dataset scheme presented in [5],
[37], and [[7]]. In this experiment, we train the model on the FaceForensics++ datasets and test its performance on the
Celeb-DFv2 dataset. We present the results in Table ] where we observe that our method outperforms prior works in



Table 4: Cross-dataset evaluation (AUC) by training on FaceForensics++ (LQ) and testing on the Celeb-DFv2 dataset.

Methods [ AUC

Xception [37] 36.19%
E2E Learning [5] 68.71%
Local Relation Learning [7] | 78.26%
Ours 80.21%

Table 5: Quantitative results on FaceForensics++ (VLQ) dataset which is constructed by applying a 65% compression
ratio.

Methods [ ACC

DCL [41] 65.20%
E2E Learning [S] | 78.20%
Ours 79.70 %

the area, indicating strong generalization ability in detecting deepfakes even when training is done on a different dataset
and likely constitutes a different distribution (out-of-distribution).

To further push our approach to the limit, we explore its performance on the VLQ version of the FaceForensics++
dataset which we constructed for the first time by applying a 65% compression ratio (see Section[#.2). We also use this
dataset on two leading methods, namely DCL [41] and E2E Reconstruction Learning [5]]. The results are presented in
Table[5] where we observe that our method outperforms both other solutions, highlighting the efficiency and resilience
of our approach in detecting deepfakes, even in the presence of highly compressed data.

Lastly, we utilize Grad-CAM [38§]] visualization on our model and similar performing methods to demonstrate and
investigate the attention patterns of each method. Grad-CAM is capable of pinpointing the areas that the network
applies more attention to, and thus deems important. We present a sample image in Figure [3} where the red areas
highlight parts of the image which are more salient for the models. We observe that our model considers broader areas
of the face image as important toward detection of whether the input is a deepfake image or not. This is a noteworthy
observation as it indicates that the proposed method is capable of capturing a more comprehensive set of features and
artifacts, which might be overlooked by the other models. This ability to focus on multiple areas simultaneously could
enable the proposed method to better discern subtle inconsistencies and artifacts that are characteristic of deepfakes or
manipulated images. In contrast, the other two models, with their more concentrated attention patterns, may be less
effective in capturing the full extent of these subtle cues, which might result in lower overall performance in detecting
such forgeries. Another interesting pattern which can be observed is that prior methods seem to focus on select areas,
namely the left eye and to some extent the right ear. However, in addition to these regions, our method considers the
nose and mouth regions, which are critical areas for authentic face images.

4.5 Ablation Studies

In this section, we investigate the contributions of different components of our method toward facial forgery detection.
As the first step, we remove the temporal consistency encoder and present the results in Tables [6] [7] and [8] for
FaceForesnsics++ (LQ), FaceForesnsics++ (HQ), and Celeb-DFv2, respectively. When comparing these results to the
performance of our original method (also presented in each table), we observe that removing the temporal consistency
encoder results in performance drops of 1.2% to 2.9%. This indicates the importance of learning additional temporal
information through optical flow which may be difficult for the model to learn without explicit supervision.

Next, we examine the impact using simple score-level fusion in our model. To this end, we adopt two strategies instead.
First, we use the joint learning approach proposed in [2]], where a single pre-trained encoder accepts patches from both
the RGB and optical flow modalities simultaneously. Second, instead of score-level fusion, we use feature-level fusion
immediately after the embeddings are obtained from the spatial and temporal consistency encoders. The results for both
experiments are presented in Tables[6} [7] and 8] for the three datasets, respectively. We observe that while feature-level
fusion achieves results closer to ours in comparison to joint learning, our method still obtains superior results to both
these strategies.

Lastly we illustrate the Receiver Operating Characteristic (ROC) curves for our method (depicted in blue) and the three
ablated variants discussed above, in Figure (4] These results are obtained on the FaceForesnsics++ (LQ), demonstrated
in Table[6] We observe that the true positive rates are generally higher than the model variants across different false
positive rate regions, except for the version where temporal consistency is not used, which shows comparable results
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Figure 3: Comparison of Grad-CAM visualizations [38] for our method in comparison to two other recent works.

Table 6: Ablation experiments on FaceForensics++ (LQ). The ablated versions include the removal of the temporal
consistency component, removal of score-level fusion and replacing it with MultiMAE joint learning [2]], and removal
of score-level fusion and replacing it with feature-level fusion.

Technique ACC AUC

Proposed 97.79%  98.45%
w/o temporal consistency  96.51%  97.03%
w/ joint learning [2] 95.02%  97.05%

w/ feature-level fusion 96.01% 97.10%

Table 7: Ablation experiments on FaceForensics++ (HQ). The ablated versions include the removal of the temporal
consistency component, removal of score-level fusion and replacing it with MultiMAE joint learning [2]], and removal
of score-level fusion and replacing it with feature-level fusion.

Technique ACC AUC

Proposed 98.19% 99.67%
w/o temporal consistency 96.90%  97.35%
w/ joint learning [2] 95.81%  97.58%

w/ feature-level fusion 98.01%  99.09%

Table 8: Ablation experiments on CelebDFv2. The ablated versions include the removal of the temporal consistency
component, removal of score-level fusion and replacing it with MultiMAE joint learning [2]], and removal of score-level
fusion and replacing it with feature-level fusion.

Technique ACC AUC

Proposed 98.00%  98.90%
w/o temporal consistency  95.08%  97.17%
w/ joint learning [2] 95.06%  96.55%

w/ feature-level fusion 96.81%  98.10%

in true positive rates for high false positive regions. This indicates that the temporal consistency component is highly
effective in reducing the number of false alarms.

4.6 Limitations

We identify several limitations in our work. First, while the integration of temporal information through optical flow
improves the detection performance of our method, it also increases the computational complexity of the system,
potentially limiting its real-time applicability. Second, the proposed approach may not be robust to novel deepfake
techniques or attacks targeting the identified limitations. Therefore, the effectiveness and generalizability of our
proposed method will need to be validated further on new datasets and deepfake scenarios as they become available
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Figure 4: Receiver operating characteristic (ROC) curves for our proposed method (blue) and three ablations on the
FaceForensics++ (LQ) dataset.

in the future. Lastly, we observe that the temporal consistency contributed mostly to the reduction of false positive
detection. While this can indeed be valuable for practical applications, designing additional components to further
enhance the true positive detection is also of critical importance.

5 Conclusion and Future Work

In this work, we introduce MASDT, a learning framework for enhanced deepfake detection. The proposed method,
consists of two components, spatial and temporal consistency learning. The model follows a sequential two-step process.
Initially, it employs a self-supervised pre-training strategy where both spatial learning and temporal consistency learning
components engage in a data reconstruction task. Spatial learning makes use of a masked self-supervised auto-encoder
to derive robust spatial features from partial facial images, while temporal consistency learning employs a similar
auto-encoder to extract temporal features from partial optical flow fields. Subsequently, deepfake detection is executed
through fine-tuning of the encoders of both learning components followed by simple score-level fusion. Various
experiments on FaceForensics++ (LQ and HQ) and CelebDFv2 datasets demonstrate that our approach outperforms
state-of-the-art methods by effectively learning spatial and temporal information, resulting in enhanced classification
performance.

Several exciting avenues can be explored for future work. First, a lightweight version of our model, which could be
achieved through distillation, could play a crucial role in extending the proposed method for real-time detection of facial
forgeries in video streams for practical applications. Moreover, by integrating various modalities such as visual, audio,
and text data and leveraging the strengths and complementary aspects of each modality, a unified framework could
significantly enhance detection capabilities and overall performance through a holistic understanding of manipulated
content.
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